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Le trente-cinquième Top 500 des supercalculateurs mondiaux est sorti aujourd'hui à l'occasion de l'International Supercomputing Conference (ISC'10) qui a lieu à Hambourg en Allemagne.





La machine Jaguar du laboratoire d'Oak Ridge aux Etats-Unis garde la première place avec 1.75 pétaflops mais la très grosse surprise est l'arrivée inattendue du supercalculateur chinois Nebulae à la seconde place du classement avec 1.271 pétaflops.


Comme Nebulae possède une architecture particulière incluant des cartes NVidia sa performance absolue est encore bien plus haute que le résultat LINPACK puisqu'il est capable d'atteindre, en théorie, le chiffre faramineux de 2.98 pétaflops (soit 2 980 000 000 000 000 opérations à virgule flottante par seconde).





NdM: Merci à Thomas Baron pour son journal sur l'ordinateur TERA-100.
Rappelons que le classement de la liste Top 500 se fait en évaluant les résultats du benchmark LINPACK (résolution d'un système d'équations linéaires). C'est un test parfaitement parallélisable et il donne habituellement une assez bonne idée de la performance de pointe d'un supercalculateur. La FAQ du créateur du bench est extrêmement complète et très intéressante à lire. On apprend notamment que le tout premier Cray (le modèle CRAY 1) atteignait 3.4 mégaflops en 1979.


Évidemment nous n'en sommes plus là et la compétition ayant débouché sur le classement de juin 2010 s'est déroulée à des hauteurs bien plus vertigineuses.





La machine Jaguar, qui avait ravi la première place au Roadrunner la dernière fois, n'a pas progressé depuis. C'est un Cray XT5 qui tourne sous SUSE Linux pour les nœuds de service et qui utilise un noyau Linux ultra-minimal pour les nœuds de calcul. Il utilise 37 421 processeurs AMD Istambul hexa-cores (224 162 cœurs en tout) et offre aux chercheurs une vitesse de pointe de 2.33 pétaflops et de 1.75 pétaflops sur le bench LINPACK.





La machine chinoise Nebulae est bien plus intéressante puisqu'il s'agit d'un supercalculateur hybride qui mélange les processeurs Intel Xeon 5650 avec des cartes Tesla C2050 de NVidia.


Les Xeon sont des hexa-cores (12 threads) cadencés à 2.66 GHz et les cartes Tesla (au nombre de 4 640) sont basées sur l'architecture Fermi et possèdent chacune 3 Go de mémoire vive.


La carte Tesla de NVidia, même si elle ne possède plus que 448 Stream Processors au lieu des 512 prévus et qu'elle dégage une chaleur torride, prouve ainsi sa puissance hors norme dans le domaine du calcul haute performance.


La firme chinoise Dawning - à l'origine du superordinateur Nebulae - a indiqué son intention de se passer dans le futur des puces Intel et de basculer vers un processeur domestique de type Loongson 3 amélioré.





La première machine européenne est le supercalculateur Jugene du centre de calcul de Juelich en Allemagne. Basé sur un IBM BlueGene/P avec près de 300 000 coeurs de calcul, il atteint 825 téraflops au benchmark LINPACK.


Le superordinateur TERA-100, pour lequel un communiqué de presse récent du CEA revendiquait la troisième place mondiale, est seulement à la 44ème place du Top 500 avec un maigre bilan de 108 téraflops. Il est probable que la mise sous tension de cet ordinateur est trop récente (26 mai) pour avoir eu le temps de lancer un run LINPACK vraiment représentatif.





En terme de puissance agrégée le total se monte maintenant à 32.4 pétaflops (contre 27,6 il y a six mois et 22,6 pétaflops il y a à peine un an).


Le tout dernier de la liste atteint 24.7 téraflops et il était classé en 357ème position dans le Top 500 de novembre 2009. Ce ticket d'entrée à 24.7 téraflops est un peu en dessous des prévisions et reflète sans doute un moindre renouvellement des machines du fait de la crise économique.


Si on regarde maintenant les performances par rapport à la consommation le système le plus efficace du Top 500 est le cluster QPace en 132ème position qui utilise des processeurs IBM PowerXCell 8i. Son ratio est de 774 mégaflops/Watt. De manière plus générale le ratio moyen de ce Top 500 de juin 2010 est de 195 mégaflops/Watt (il était de 150 mégaflops/Watt il y a seulement un an).


Il est remarquable de constater que les monstres les plus puissants sont aussi ceux qui ont généralement un très bon ratio performances/consommation. Ainsi la moyenne des 10 machines en tête de liste est de 300 mégaflops/Watt.





La répartition selon les différentes architectures de processeurs montre une concentration toujours plus grande vers les x86-64 (440 machines en tout contre 436 il y a un an). Les machines IA-64 sont à l'article de la mort avec seulement 5 machines et la transition de Bull et des autres firmes vers le Nehalem-EX va planter le dernier clou sur le cercueil. Les processeurs de type Power régressent également (de 52 à 42 machines) mais IBM reste leader en terme de puissance agrégée totale (33.6 %) et est second en nombre de machine (128 contre 167 à HP).





Les statistiques par pays montrent la rapide progression de la Chine qui est maintenant à la seconde place derrière les Etats-Unis en terme de puissance agrégée (et qui possède deux machines dans le top 10 avec Nebulae et Tianhe-1). En nombre de machine (24) elle fait jeu égal avec l'Allemagne à la quatrième place derrière les Etats-Unis (282 machines), la Grande-Bretagne (38) et la France (29). La domination étasunienne reste, on le voit, écrasante et les USA possèdent en outre 7 des 10 machines du top 10.





Enfin, si on regarde les statistiques en terme de système d'exploitation on constate que l'écrasante domination de Linux s'accentue encore un peu plus. Lors du classement de novembre dernier on en était à 446 machines sur 500 (soit 89.2 %). Maintenant c'est 455 superordinateurs sur 500 (soit 91 %) qui tournent sous l'OS libre le plus populaire du monde. Si ces chiffres ne sont pas suffisamment parlants on peut même visualiser un très réjouissant graphique (/!\ flash) en allant sur cette page.


Les miettes qui restent se partagent entre les systèmes mixtes, les Unix purs ou les systèmes BSD. En dépit des efforts de Microsoft, les machines sous Windows HPC 2008 ne décollent pas et restent à 1% du total.
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