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Mardi 12 mars à partir de 23h, nous avons lancé un passage à la version suivante de la distribution GNU/Linux (une Ubuntu pour l'hôte, des Debian pour les invités LXC) du serveur principal de LinuxFr.org, baptisé gruik. Tout s'est bien passé jusqu'au redémarrage.

Loi de Murphy


Après un certain temps, il a bien fallu en déduire que ce n'était pas juste un fsck qui s'éternisait mais bien un souci plus sérieux au démarrage. La console d'administration distante (carte DRAC (*)) ne nous a servi à rien non plus. Pas plus que le redémarrage électrique. Bref pas de ping, pas de réseau, rien, ni de l'extérieur, ni depuis le second serveur. Conclusion : perte des sites web de production et de test, et perte des listes de diffusion et du courriel @linuxfr.org en général.


(*) DRAC pas cher (intégré à la carte-mère), qui ne marche que quand le serveur va bien. Si le réseau tombe ou que GRUB boude, plus rien. En plus, sa redirection BIOS est mauvaise au possible…


Un problème n'arrivant jamais seul, la neige en Île de France a perturbé une intervention au datacenter hébergeant gruik.

« Protéger, Alerter, Secourir » : diffuser l'info donc


Nous avons utilisé les réseaux sociaux pour diffuser l'info sur G+, Twitter ou le salon xmpp ; malheureusement pas sur identi.ca qui a demandé une validation de l'adresse @linuxfr.org utilisée au moment où le serveur n'était pas disponible.


Grub, staying a larva



Hier soir, notre hébergeur (la fondation Free, merci à eux) a constaté un problème de grub au démarrage (dommage qu'Ubuntu masque la phase de démarrage ce qui nous aurait donné plus de détails…) et a pu remettre en ligne le serveur.

Quelques petites réflexions pour la suite


	nous allons mettre en place une solution de courriel sur le serveur secondaire pour les cas de panne qui comme chacun sait n'arrivent jamais.

	penser à redémarrer avec grub-reboot (choisir le noyau de démarrage pour le prochain redémarrage uniquement) lors d'une mise à jour, au cas où…

	ne pas faire planifier des mises à jour en cas de neige autour du datacenter

	trouver pourquoi/comment un noyau peut corrompre ses logs en mélangeant plusieurs lignes et en ajoutant/supprimant des caractères (genre kernel: 7377 t7r:oP urpst4he2icesdmndlan o70 sc<> 18150]C:he2icesdmndlan o120ncat 50ne)

	revoir la gestion des DNS

	etc.



Aller plus loin


	
DLFP : historique des serveurs LinuxFr.org (et intervention précédente au datacenter)
(628 clics)
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